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CO-2 Apply suitable techniques for management of different resources. 
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Note: Answer any one full question from each PART. 
PARTA Marks CO BLT 

No 

la How do you define paging? Illustrate the paging hardware with neat block diagram. 08 2 03 

1b How do you define segmentation? Illustrate the basic methods of segmentation with 
example? 

07 03 02 

OR 

03 How Many page faults would occur for FIFO, Optimal and LRU page replacement 
algorithms assuming 3 frames and 4 frames for the following page reference stream 1,| 
2, 3, 4, 1,2, 5, 1,2,3, 4, 5? 

2a 08 2 

07 03 02 2b How do you define demand paging? Ilustrate the steps involved in handling a page 

fault with neat block diagram. 

PARTB 

3a Demonstrate how access matrix model of implementing protection in operating 08 02 03 

system. 
03 02 3b List and explain different attributes of file and explain different type's files in detail. 

OR 

08 02 03 
4a Demonstrate the various Disk Scheduling algorithms with example. 

7 03 02 
4b List and explain various types of directory structures. 
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SCHEME AND SOLUTION 

NOTE: Answer any ONE FULL questions from each Module 
MODULE 1 CO's O. 

No. Marks 
7 

List and explain the services provided by Os for the user and efficient 

operation of system. 

Answer: 

COl 1 a 

Z 
Following are the six services provided by operating systems to the convenience of tne 

users. 
1.User interface: Almost all operating systems have a user interface (UI). This intertace 

can take several forms. One is a command-line interface (CL) and other is a graphical user 

interface (GU) is used. 
Program Execution: The purpose of computer systems is to allow the user to execute 2 

programs. So the operating system provides an environment where the user can 

conveniently run programs. 
I/O Operations: Each program requires an input and produces output. This involves 

the use of I/0. So the operating systems are providing /O makes it convenient for the users 
3. 

to run programs. 

4. File System Manipulation: The output of a program may need to be written into new 

files or input taken from some files. The operating system provides this service. Finally, 5 
some programs include permissions management to allow or deny access to files or 

directories based on file ownership. 
Communications: The processes need to communicate with each other to exchange 

information during execution. It may be between processes running on the same computer 
or running on the different computers. Communications can be occur in two ways: (1) 

shared memory or (i) message passing 
Error Detection: An error is one part of the system may cause malfunctioning of the 

complete system. To avoid such a situation operating system constantly monitors the 

system for detecting the errors. This relieves the user of the worry of errors propagating to 
various part of the system and causing malfunctioning. 

5. 

6. 

Following are the three services provided by operating systems for ensuring the effcient 

operation of the system itself. 

1. Resource allocation: When multiple users are logged on the system or multiple jobs 
are running at the same time, resources must be allocated to each of them. Many different 

types of resources are managed by the operating system. 

2. Accounting: The operating systems keep track of which users use how many and 
which kinds of computer resources. This record keeping may be used for accounting (so 

that users can be billed) or simply 1or accumulating usage statistics. 

3. Protection: Protection involves ensuring that all access to system resources is 
controlled. Security of the system from outsiders is also important. Such security starts with 
each user having to authenticate him to the system, usualy by means of a password, to be 

allowed access to the resources. 

Solution: 
2 Marks 
5 Marks 

List different services 

Briefly explain the services 

SCHEME [2 +5 = 7] 
Discuss the different methods of Interprocess Communication in detai COi 8 

Answer: 
Concurrent execution of cooperating processes requires mechanisms that allow processon 
to communicate with one another and to synchronize their actions. 

Cooperating processes require an interprocess communication (TPC) mechanism that will 
allow them to exchange data and information. 

There are two fundamental models of interprocess communication: 

(1) shared memory and 



(2) message passing 
n the shared-memory model, a region of memory that is shared by cooperating prOCO8e5 

15 established. Processes can then exchange ínformation by reading and WEg dala to the 

shared region. 

n the message-passing model, communícation takes place by meang omessag6 

exchanged between the cooperating procenses, The two communications models are 

contrasted in Figure below 

POoRs6 AA 

piocess M 

kornd KOrnel 

(8) 
Figure: Communications models. (a) Message passing. (h) Bhared memory 

Shared-Memory Systems 
Interprocess communication using shared memory requires communicating processes 1o 
establish a region of shared memory., Typically, a shared-memory region resides in the 

address space of the process creating the shared-memory segment 
Other processes that wish to communicate using this shared-memory segrnent rnust attach 

it to their address space. 
Shared memory requires that two or more processes agree to remove this restriction. They 
can then exchange information by reading and writing data ín the shared area. 
Two types of buffers can be used, The unbounded buffer places no practical imit on the 

size of the buffer. The consumer may have to waít for new items, but the producer can 
always produce new items. 
The bounded buffer assumes a fized buffer size. In this case, the consumer must wait if the 
buffer is empty, and the producer must wait if the buffer is full. 
Message-Passing Systems 
Message passing provides a mechanism to allow processes to communicate and to 
synchronize their actions without sharing the same address space and is particularly useful 
in a distributed environment, where the communicating processes may reside on different 
computers connected by a network. 

message-passing facility provides at least two operations: send (message) and receive 
(message). Messages sent by a process can be of either fixed or variable size. If only fixed-
sized messages can be sent, the system-level implementation is straightforward. This 
restriction, however, makes the task of programming more difficult. 
1f processes P and O want to communicate, they must send messages to and receive 
messages from each other; a communication link must ezist between them. 
Here are several methods for logically implementing a link and the send 0/ receive0 
operations: 

Direct or indirect communication 
Synchronous or asynchronous communication 
Automatic or explicit bufering 

Solution: 
Explain inter process communication with diagram 4*4 = 8 Marks 

SCHEME [8 = 8] 
OR 

COl 2 a Explain process states and process control block with a neat sketch. 
Answer: 

As a process executes, it changes state. The state of a process is defined in part by 
the current activity of that process. Each process may be in one of the following state 

New State: The process is being created. 
Running State: A process is said to be running if it has the CPU, that is, process 
actually using the CPU at that particular instant. 
Blocked (or waiting) State: A process is said to be blocked if it is waiting for some 
event to happen such that as an 1/0 completion before it can proceed. Note that a 
process is unable to run until some external event happens. 

Ready State: A process is said to be ready if it needs a CPU to execute. A ready 



state prOcess is runnablebut temporarily stopped running to let another process ruut Terminated state: The process has finished execution. Below figure shows process state diagram. 
new admitted interrupt XIt terminated 

ready running 

scheduler dispatch /0 or event completion /O or event wait 

waiting 

Process Control Block (PCB) 
Each process is represented in the operating system by a process control block 

(PCB)-also called a task control block. A PCB is shown in Figure below. It contains many 
pieces of information associated with a specific process, including these: 

pointer 
process 

state 

process number 

program counter 

registers 

memory limits 

list of open files 

Figure: Process control block (PCB). 

Process state 

Program counter 
CPU registers 

CPU scheduling information 

Memory-management information 

Accounting information 

I/O status information 
Process state: The state may be new, ready, running, waiting, halted, and SO on. 

Program counter: The counter indicates the address of the next instruction to be executed 
for this process. 
CPU registers: The registers vary in number and type, depending on the computer 

architecture. They include accumulators, index registers, stack pointers, and general 

purpose registers, plus any condition-code information. 
CPU-scheduling information: This information includes a process priority, pointers to 
scheduling queues, and any other scheduling parameters. 
Memory-management information: This information may include such information as 

the value of the base and limit registers, the page tables, or the segment tables, 
depending on the memory system used by the operating system. 
Accounting information: This information includes the amount of CPU and real time 

used, time limits, account numbers, job or process numbers, and so on, 
Status information: The information includes the list of I/O devices allocated to this 
process, a list of open files, and so on. 

Solution: 
3 Marks Write process state diagram and PCB diagram 

Explain process states and PCB 4 Marks 

SCHEME [3 +4= 7] 
CO3 Explain the role of operating system from different viewpoints. Explain the 

dual mode of operation of an operating system. 

Answer: 

b 8 



Perang systems can be explored from two viewpoints: the user and the system 

User View: The user's view of the computer varies according to the interface being used. 

Most computer users sit in front of a PC, consisting of a monitor, keyboard, mouse, and 
system unit. Such a system is designed for one user to monopolize its resources. The goal 15 
to maximize the work (or play) that the user is performing. In this case, the operating 
system is designed mostly for ease of use, with some attention paid to performance and 
none paid to resource utilization-how various hardware and software resources are shared. 
Performance is, of course, important to the user; but rather than resource utilization, such 

systems are optimized for the single-user experience. 
System View: From the computer's point of view, the operation system is the program mOst 
intimately involved with the hardware. In this context, we can view an operating system as a 
Tesource allocator. A computer system has many resources that may be required to solve a 

problem: CPU time, memory space, file-storage space, I/O devices, and so on. The 

operating system acts as the manager of these resources. 

A control program manages the execution of user programs to prevent errors and imprope 
use of the computer. It is especially concerned with the operation and control of io 

devices. 

4 

DUAL-MODE Operation: 
The Dual-Mode taken by most computer systems is to provide hardware support that allows 

us to differentiate among various modes of execution. 

At the very least, we need two separate modes of operation: user mode and kernel mode 

(also called supervisor mode, system mode, or privileged mode). 
A bit, called the mode bit is added to the hardware of the computer to indicate the current 

mode: kernel (0) or user (1). With the mode bit, we are able to distinguish between a task 
that is executed on behalf of the operating system and one that is executed on behalf of the 

4 

user. 

When the computer system is executing on behalf of a user application, the system is in 

iser mode, However, when a user application requests a service from the operating system 
via a system call), it must transition from user to kernel mode to fulfill the request. 
This is shown in Figure below. As we shall see, this architectural enhancement is useful for 

many other aspects of system operation as well. 

At system boot time, the hardware starts in kernel mode. The operating system is then 

loaded and starts user applications in user mode. Whenever a trap or interrupt occurs, the 

hardware switches from user mode to kernel mode (that is, changes the state of the mode 
bit to 0). Thus, whenever the operating system gains control of the computer, it is in kernel 

mode. The system always switches to user mode (by setting the mode bit to 1) before 

passing control to a user program. 

The dual mode of operation provides us with the means for protecting the operating system 
from errant users-and errant users from one another. 

L8er process 
mode 

(moce Dit 1) UBer process execuing calls system cal retum from system call 

2 Teturn Kofne 
mode bil =0 mode bit 1 

KBrnei tmicoe 

(mode bit =0) execute system caill 

Solution: 
Explain the role of operating system 

Explain dual mode operation 
4 Marks 
4 Marks 
SCHEME [4 +4 = 8] 

PARTB 
co2 3 a Ilustrate with example the Peterson's solution for critical section problem 

and prove that the mutual exclusion property is preserved. 

Answer: 
A classic software-based solution to the critical-section problem known as Peterson's 

solution. 

Peterson's soution is restricted to two processes that alternate execution between 
their critical sections and remainder sections. The processes are numbered Po and P 

For convenience, when presenting Pi, we use Pj to denote the other process; that is, 
j equals 1 -i. Peterson's solution requires two data items to be shared between the two 

processes: 



int turn,5 

boolean flag[2]; Tne varable turn indicates whose turn it is to enter its critical section. That is, * 
1, then process P is allowed to execute in its critical section. The ilag artay indicate if a process is ready to enter its critical section. 

if turn 7 
sed to 

FOr example, if ilag [1] is true, this value indicates that P, is ready to enter 1ts c section. With an explanation of these data structures complete, we are now ready describe the algorithm shown in Figure below. 
do 

flag [i] = TRUE; 
turn = 3 

while (flag [jl &k turn == j): 

critical section 

flag Ti] - FALSE; 

remainder section 

while (TRUE); 
Figure: The structure of process P, in Peterson's solution. 

To enter the critical section, process P, first sets flag [i] to be true and then sets turn to 
the value ji, thereby asserting that if the other process wishes to enter the critical section it 
can do so. If both processes try toenter at the same time, turn will be set to both i and j at 

roughly the same time. Only one of these assignments will last; the other will occur, but wvill 
be overwritten immediately. 

To prove property Mutual exclusion is preserved, we note that each P enters its 

critical section only if either flag ] == false or turn == i. 
Also note that, if both processes can be executing in their critical sections at the same 

time, then flag [] ==lag i] == true. These two observations imply that Po and Pi could not 

have successfully executed their while statements at about the same time, since the value 

of turn can be either 0 or 1, but cannot be both. 
Solution: 

Explain Peterson's solution 7 Marks 
SCHEME [7 = 7]| 

Co2 b Consider the following set of processes with CPUburst time (in ms). 8 
Process Arrival Time Burst Time 

Pl 0 

P2 

P3 10 
P4 

Compute the waiting time and average turnaround time for the above process 
using FCFS, SRT and RR (time quantum = 2m) scheduling algorithm. 
Answer: 
FCFS: 

PI P2 P3 

6 

0 10 14 

Average waiting time : 4.75 
Turnaround time: 8.25 

SRT: 

1 P2 P3 P2 P4 

5 
0 1 2 

Average waiting time : 2.75 
Turnaround time :6.25 

14 

RR: 



Pl P2 P3 P4 Pl P2 

2 2 2 2 2 

9 10 12 4 
Average waiting time: 4.45 
Turnaround time: 8.25 

Solution: 

Draw Gaunt chart (FCFS, SRT and RR) 
Compute Waiting time (FCFS, SRT and RR) 
Compute turmaround time (FCFS, SRT and RR) 3 Marks 

2 Marks 
3 Marks 

SCHEME [2 +3+3= 8] 
OR 

Col 4a With a neat diagram, explain the concept of virtual machines. 
Answer: 

A virtual machine takes the layered approach to its logical conclusion. It treats 

hardware and theoperating system kernel as though they were all hardware. 
Avirtual machine provides an interface identical to the underlying bare hardware. 
The operating system creates the illusion of multiple processes, each executing on 

its own processorwith its own (virtual) memory. 
The resources of the physical computer are shared to create the virtual machines. 

CPU scheduling can create the appearance that users have their own processor. 
Spooling and a file system can provide virtual card readers and virtual line printers. 
+A normal user time-sharing terminal serves as the virtual machine operator's console. 

System Models 5 

proca OS 

processes 

processes 
processes 

programming 
intertace kornel kernol konel 

Kerne VM1 M2 VM3 
rtual machine 

POnentation ardwaro 

nardware 
Non-virtual Machine Virtual Machine 

Advantages/Disa dvantages of Virtual Machines 
The virtual-machine concept provides complete protection of system resources since 

each virtual 

OMachine is isolated from all other virtual machines. This isolation, however, permits no direct sharing of resources. 

OA virtual-machine system is a perfect vehicle for operating-systems research and 

development. System development is done on the virtual machine, instead of on a 
physical machine and so does not disrupt normal system operation. 
The virtual machine concept is difficult to implement due to the effort required to provide an exact duplicate to the underlying machine. 

Solution: 

Explain virtual machine with neat diagram. 7 Marks 

SCHEME [7 = 7]| CO2 Is CPU scheduling necessary? Discuss the five different scheduling criteria's 
used in the computing scheduling mechanism. 

8 

Answer: 

Whenever the CPU becomes idle, the operating system must select one of the 
processes in the ready queue to be executed. The selection process is carried out by the 

short-term scheduler (or CPU scheduler). The scheduler selects a process from the 
processes in memory that are ready to execute and allocates the CPU to that process. So, 

2 

CPU scheduling is very necessary service of operating system. 

Many criteria have been suggested for comparing CPU scheduling algorithms. The criteria include the following: 



CPU utilization. We want to keep the CPU as busy as possible. Conceptuauy, 
utilization can range from 0 to 100 percent. Throughput. If the CPU is busy executing processes, then work is being done. 
measure ot work 1s the number of processes that are completed per time unt, a throughput 
Turnaround time. From the point of view of a particular process, the importan criterion is how long it takes to execute that process. The interval from the time ot submisston of a process to the time of completion is the turnaround tim. *Waiting time. The CPU scheduling algorithm does not affect the amount of time during which a process executes or does I/O; it affects only the amount of time that a process spends waiting in the ready queue. 

One 
d 

6 

Kesponse time. In an interactive system, turnaround time may not be the best criterion. 
Otten, a process can produce some output fairly early and can continue computing new 
results while previous results are being output to the user. Thus, another measure 1s the 
time trom the submission of a request until the first response is produced. This measure, 
called response time, is the time it takes to start responding, not the time it takes to output 
the response. The turnaround time is generally limited by the speed of the output device. 

Solution: 
6 Marks Explain scheduling criteria's 

Define the necessary of CPU Scheduling algorithm 2 Marks 

SCHEME [6 +2 8] 
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Process for IA QP setting, Evaluation & Effective Process 

Implementation 

 The department conducts three internal assessment tests per semester as per the calendar of 

events. All three tests are mandatorily to be considered for declaring the final internal 

assessment marks.  

 The components of the internal assessment are tests and assignments or mini projects. Tests 

are conducted for 30 marks each and final average of tests is calculated as sum of marks 

scored in three tests divided by three expressed on a scale of 30. The assignments/ mini 

projects are evaluated for 10 marks. The final internal assessment on a scale of 40 is the 

sum of test average and assignment/ mini projects. The above mentioned is as per the 

guidelines of the university.  

 The institute has prepared standard formats for IA test QP depending upon the type of the 

subject to have a better control to review the distribution of questions based on COs. 

 While setting the questions, previous years’ university exam questions are referred along 

with spread/coverage over the defined syllabus. Question paper is set as per the standard 

format. The assignments / mini projects are received from students and evaluated as per 

COs. The concerned course instructors prepare the question paper, the scheme of 

evaluation indicating the distribution of marks and also CO which is addressed.  

 The Course coordinators shall seek the approval for the scheme of evaluation from the 

Head of the department and then notify the same on departmental notice boards as well in 

the institute’s website. The Course Instructors evaluates the IA books within a week from 

the date of conduct of test. Then the scheme of evaluation of the IA questions is shared 

with students while distributing the IA books and also discussed to clarify doubts if any. the 

entire process is illustrated in figure Finally, the average of all three tests and assignments 

are summated for the award of internal assessment marks. 
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Figure: Internal Assessment Process  

A. Process to ensure questions from outcomes perspective 

The institute has prepared standard formats for IA test QP depending upon the type of the 

subject to have a better control to review the distribution of questions based on COs. 

Questions set are to be mapped to course outcomes at highest possible level in Blooms 

Taxonomy. Evaluation Committee checks the quality of model question papers with 

respect to learning levels and coverage of COs in the IA test.  The Course coordinating 

team prepares the question paper as per the approved model question paper.  

B. Evidence of CO coverage in Class test 

The internal documentation is maintained where the CO mapping to individual questions 

is mentioned in the IA question paper itself and the sample CIE paper is as shown in figure 

Evaluation Committee checks the quality of question papers and ensure coverage of all the 

COs in the IA tests. 

Preparation of 
model question 

paper 

Approval by 
Department 
evaluation 

commitee(DEC)  

Standard IA 
Question Paper 

Template 
 Conduction of IA 

Scheme and 
Solution is written 
by appropriately 

distributing marks 
as per CO 

Upon Approval of 
HoD, the scheme of 

evaluation is 
diseminated  in the 
Dept. Notice board 

and web site 

IA Evaluation 
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Figure: Sample CIE question paper 

C. Quality of assignment & its relevance to CO’s 

Assignment questions are given to the students to promote the problem-solving capability 

& find solutions to the real-life problems wherever applicable and shall submit the 

assignment within a stipulated time.  

Assignments ensure the much-needed deeper understanding of the topics covered as they 

are required to refer to various sources to complete the assignment. Assignment questions 

are set such that it helps the student to glance through all the topics of each unit/module 

and they address specific Course Outcomes not covered through other assessment 

methods.  It also enhances the self-learning capability of students. The template of a 

sample assignment is as shown in figure  
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Figure:  Sample Assignment 
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